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Abstract—A coordinated multiband spectrum sensing policy for mobile and geographically dispersed cognitive radio networks (CRNs), referred to as Cluster-CMSS, is proposed. The goal is to detect the spectrum holes and to assign each secondary user (SU) a sensing channel with the maximum probability of being empty. In geographically dispersed CRNs, channels availability varies over the space and this makes the sensing outcomes and sensing assignments location-dependent. However, if SUs are not equipped with location-finding technologies, fusing the sensing outcomes to find the optimal spectrum sensing assignments for the next sensing time becomes challenging for the base station. To tackle this problem, we introduce a metric solely based on the sensing outcomes of SUs. Using this metric along with a low-complexity clustering algorithm enables the base station to efficiently divide the network into clusters. Further, we present an adaptive learning algorithm to learn the dynamic behavior of channels occupancy in the primary network. The proposed learning algorithm considers SUs mobility model to determine the optimal learning window. To determine the sensing assignments, the base station performs a graph-theory-based coordinated multiband spectrum sensing within each cluster. Specifically, a weighted bipartite matching is employed. We have shown that Cluster-CMSS significantly increases the spectrum opportunity discovery ratio for SUs at the cost of a slight increase in the energy consumption associated with spectrum sensing.

Index Terms—Cognitive radio, Wideband communication, Spectrum sensing, Clustering, Mobility, Random waypoint

I. INTRODUCTION

Cognitive radio (CR) is a promising solution to alleviate today’s spectrum deficiency caused by an increased demand for the wireless technologies [1]. The CR paradigm allows a new type of users called unlicensed users or secondary users (SUs) to coexist with the licensed users or primary users (PUs). The SUs are allowed to access the spectrum provided that they do not interfere with the PUs. The underutilized spectrum bands that can be used by the SUs are called spectrum holes [2]. The availability of spectrum holes for each SU varies in both time and space since the PUs’ presence is dispersed in both temporal and spatial domains. An ideal CR is able to efficiently detect and utilize all spectrum holes. Due to the dynamic behavior of PUs, SUs should constantly be aware of the occupancy status of multiple narrow bands or channels of spectrum (a.k.a., wideband spectrum sensing). However, implementing wideband spectrum sensing requires considerable amount of time or complex hardware [3] to obtain a fairly good estimate of the entire spectrum. This lengthy estimation will significantly reduce SUs opportunity to transmit their own data [4].

In this paper, we propose a spectrum sensing policy for geographically dispersed networks that does not require location information of SUs. Our proposed method is referred to as cluster-based coordinated multiband spectrum sensing (Cluster-CMSS). We assume SUs are mobile and can communicate with a central node or base station (BS). This is a complex problem with several challenges including limited ability of SUs in sensing the spectrum, geographically dispersed SU distribution, dynamic PU activity and inaccurate sensing. To the best of our knowledge, this is the first attempt that addresses all these challenges simultaneously.

The main contribution of this paper is addressing coordinated spectrum sensing problem in the geographically dispersed and mobile cognitive radio networks. The novelty of the proposed framework is three-fold. First, we propose a novel metric that allows us to group the SUs based on the similarity of spectrum holes that they can find. Second, we propose a learning algorithm for estimating the PU’s dynamic based on the mobility of SUs. Third, we propose a novel energy-efficient and fast coordinated spectrum sensing policy that maximizes the channel discovery ratio for SUs.

The rest of this paper is organized as follows. In Section II, the related work on CMSS, clustering of SUs in geographically dispersed networks, and mobility in CRNs are discussed. In Section III, we describe the CMSS problem, the model of SUs’ operation, and the PUs’ activities model. Section IV describes our proposed cluster-based coordinated spectrum sensing (Cluster-CMSS) policy for the geographically dispersed and mobile CRNs. In Section V, we find the probabilities of miss-detection and false-alarm and also the energy cost of our policy. In Section VI, we provide the simulation results and discuss our findings. Finally, Section VII concludes the paper.

II. RELATED WORK

Spectrum sensing in cognitive radio networks is a very well-studied topic in the literature. However, some of its aspects received more attentions compared to others. For example many studies have extensively covered issues such as cooperation among SUs to reliably detect the spectrum holes [5, 6] or spectrum sensing employing energy detectors [7], improved energy detectors [8, 9], and cyclostationary features.
[3]. On the other hand, the networks that include mobility or geographically dispersed SUs are under-investigated.

The problem of spectrum opportunity discovery when the BS is aware of SUs locations is studied in [5]. The authors quantified the gain that is achieved by simultaneously employing both spatial and temporal spectrum holes versus the employing them individually. In [6], the problem of joint spatial and temporal spectrum opportunity discovery for a case of single PU band is considered.

In [10], the joint problem of spectrum sensing and access in geographically dispersed cognitive radio networks are formulated in form of a Restless Multi Armed Bandit (RMAB) problem and the bounds for the regret of the proposed policies are found. In [11] an iterative Hungarian algorithm is proposed to find the sensing assignment that minimizes the probability of miss-detection. This algorithm assigns SUs to sense different channels assuming that the channel availability are consistent among all SUs. In [12], a machine-learning-aided spectrum sensing policy is proposed, in which each SU is assigned to sense the channel that provides that SU with the highest throughput.

In all the mentioned studies, it is assumed that SUs are static. Given that mobility significantly affects the performance of spectrum sensing [13], it is of great importance to consider the effect of mobility in learning the PU’s activity and also spectrum sensing assignment. However, in the context of spectrum sensing for cognitive radio this problem has not received much attention. Most of the previous work on mobile cognitive radio networks are dealing with routing or connectivity issues [14]. The work in [13] is among the first ones that shows SUs’ mobility increases spatio-temporal diversity in the received PU’s signal and improves the sensing performance. In [15], a mobility-aware cluster-based cooperative spectrum sensing approach has been proposed. The authors have shown that in case of cooperation the mobility-aware clustering improves the channel discovery ratio and the throughput.

In [16], we proposed a cluster-based coordinated spectrum sensing algorithm that employs the Kullback-Liebler divergence between the previous sensing results of SU to form the clusters. After the clusters are formed, SUs within each cluster perform the CMSS algorithm. In [17], a non-centralized clustering approach is employed to cluster the SUs based on their channel sensing outcomes. The work in [17] assumes SUs already have the availability information of all channels either through sensing or a databases query and forms the clusters such that the cluster members have maximum idle PU channels in common. In [18, 19], the SUs are grouped into clusters and for each cluster the best channel to sense is determined. In these papers, the members of a cluster all sense the same channel, which is in contrast to our approach. Additionally in [17, 20], clustering is employed to reduce the network management traffic.

Although different aspects of spectrum sensing in cognitive radios have been studied individually, to the best of our knowledge, this is the first study that addresses the cluser-based coordinated multiband spectrum sensing for mobile SUs.

III. SYSTEM MODEL

The entire spectrum of interest is divided into $M$ orthogonal frequency subbands or PU channels each with bandwidth $W$. The SU network consists of $N$ mobile wireless terminals (or simply SUs) and a stationary BS. Each SU is equipped with a single antenna and can perform either sensing or transmission at a time. The RF frontend of SUs employs energy detectors and can reliably sense only one PU channel per sensing. For now, we consider the ideal sensing case (in which probabilities of miss-detection and false-alarm are both zero) while describing our proposed policy. Later in Section V, we consider the non-ideal sensing scenarios. In addition, similar to many other studies (e.g., [18]), we assume a dedicated common control channel exists between the SUs and the BS and all SUs can directly communicate with the BS. The SUs move based on a random waypoint mobility model. According to this model, SUs movement occurs in epochs. At the beginning of each epoch, an SU independently chooses a destination in the network (a waypoint) uniformly at random and starts moving toward that destination at a constant velocity, which is chosen uniformly at random from the interval $[v_{min}, v_{max}]$. When SU reaches its destination, it pauses for $t_p$ seconds until it starts a new epoch following the same rule. We represent such mobility model with $BW(v_{min}, v_{max}, t_p)$. It is worth nothing that epochs are not synchronized among different SUs. In this paper we assume $v_{max}$ is small enough that we safely can ignore the carrier offset caused by Doppler effect.

The primary network consists of $N_p$ PUs distributed uniformly at random. Each PU operates in some of the $M$ channels or subbands. As in [21], to model each PU’s activity at each channel, we adopt an independent two-state Markov process alternating between the states busy ($B$) and empty ($E$). Let $\alpha_{l,i}$ and $\beta_{l,i}$ be the probabilities that the channel $i$ of PU $l$ switches its state from $B$ to $E$ and from $E$ to $B$, respectively, for $i = 1, 2, \ldots, M$ and $l = 1, 2, \ldots, N_p$. The utilization of channel $i$ of PU $l$ is given by $\lambda_{l,i} = \beta_{l,i}/(\alpha_{l,i} + \beta_{l,i})$ [21].

A. The frame structure of CRNs

The SUs are assumed to be synchronized and operate in time on a frame-by-frame structure as in [21]. The frame structure of a CRN, as shown in Figure 1, includes a sensing time $T_S$ and a transmission time $T_X$ that add up to the total frame time $T$. During sensing time ($T_S$) all SUs cease their transmission, perform spectrum sensing for $T_C$ seconds, and report the sensing results on a dedicated common control channel to the BS for $T_D$ seconds. In IEEE 802.22 standard $T$ is set at about a few hundred milliseconds [21].

![Fig. 1. The frame structure of an SU’s operation in a CRN depicting two consecutive time frames. During the sensing time $T_S$, all SUs cease their transmissions.](image)

B. SU’s Belief Vector

In the geographically dispersed SU network, PU’s transmission can only be detected within a specific area. Outside that area, an SU can use the same channel for its transmissions.
(frequency reuse). This implies that PU channels’ availability information is inconsistent in geographically dispersed SUs. Due to limited sensing capability of the SUs the state of every PU at every SU location cannot be observed. However, each SU may infer the state of PUs from the observation history. To this aim, let us define the belief vector \( \mathbf{x}_i(t) = [\mathbf{x}_i(1), \ldots, \mathbf{x}_i(t)] \), where \( \mathbf{x}_i(t) \) is the probability that SU \( j \) finds channel \( i \) empty at time \( t \) (whether or not it actually senses it). Let \( a_j(t) \) denote the channel that SU \( j \) senses at time \( t \). Moreover, let \( S_{a_j}(t) \in \{B, E\} \) be the status of the observed channel by SU \( j \) at time \( t \).

The belief vector for SU \( j \) at time \( t+1 \) is found as follows

\[
\mathbf{x}_j(t+1) = \begin{cases} 
1 - \beta_j(t), & a_j(t) = i, \ S_{a_j}(t) = E \\
\alpha_j(t), & a_j(t) = i, \ S_{a_j}(t) = B \\
\alpha_j(t)(1 - \beta_j(t)) + (1 - \mathbf{x}_j(t))\alpha_j(t), & a_j(t) \neq i.
\end{cases}
\]

In (1), \( \alpha_j(t) \) and \( \beta_j(t) \) are the state transition probabilities of channel \( i \) from the perspective of SU \( j \) at time \( t \). While \( \alpha_j \) and \( \beta_j \) are defined for every PU, \( \alpha_j \) and \( \beta_j \) are defined from SUs’ standpoint. Therefore, due to mobility of SUs, \( \alpha_j(t) \) and \( \beta_j(t) \) are constantly changing. In addition, finding \( \alpha_j(t) \) and \( \beta_j(t) \) in terms of \( \alpha_i \) and \( \beta_i \), respectively, is not possible due to the lack of location information. After each SU completed the sensing at time \( t \), it transmits the sensing decision to the BS and then BS calculates the beliefs based on (1) and stores \( \mathbf{x}_j(t+1) \) for all \( j = 1, 2, \ldots, N \). Consequently, the BS determines the sensing policy \( a(t+1) = [a_1(t+1), \ldots, a_N(t+1)] \), where \( a_j(t+1) \) determines the channel that SU \( j \) senses at time \( t+1 \).

IV. CLUSTER-CMSS: CLUSTER-BASED COORDINATED MULTIBAND SPECTRUM SENSING

In this section, we explain our proposed policy, referred to as Cluster-CMSS, to find the optimal sensing policy. First we consider a scenario where the PU’s dynamic (i.e., \( \alpha_{i,l} \) and \( \beta_{i,l} \) for all \( i = 1, 2, \ldots, M \) and \( l = 1, 2, \ldots, N_p \)) is known. Later in this section, we consider a scenario where the dynamic of the PU activity is learned.

A. The Cluster-CMSS policy with known PU dynamic

When \( \alpha_{j,i}(t) \) and \( \beta_{j,i}(t) \) for all \( i = 1, 2, \ldots, M \) and \( j = 1, 2, \ldots, N \) are known, the BS can update the belief vectors using (1). The Cluster-CMSS algorithm is initialized to \( \mathbf{x}_j(1) = [1, \frac{1}{2}, \ldots, \frac{1}{2}] \) for all \( j = 1, 2, \ldots, N \). Therefore, the BS assigns a channel to each SU uniformly at random. At the beginning of the consequent time frames, the BS, after receiving the sensing results from the SUs, performs the following steps. The BS updates the belief vectors for all SUs, based on which SUs are partitioned into several clusters (details will be discussed in Section IV-C). For every cluster, the BS determines the unique channels to be sensed in the next time frame by performing a one-to-one matching algorithm (details will be discussed in Section IV-D) between the members of that cluster and the channels. Algorithm 1 represents the pseudo code of the steps taken at the beginning of each frame. The flowchart of our proposed policy is given in Figure 2. The tasks during \( T_S \) at the BS and SUs are depicted in right and left boxes, respectively.

To measure the overall performance of the proposed policy, we define average spectrum opportunity discovery ratio, \( \bar{R}_s \). This is the ratio of the average number of unique spectrum holes discovered per time frame, \( \bar{n}_s \), to the total number of sensing attempts per time frame, \( N \). This can be evaluated by averaging the instantaneous ratio of these parameters over time (i.e., \( \bar{n}_s = E[\bar{n}_s(t)] \)). At time \( t \), the number of unique spectrum holes can be found by subtracting the number of duplicate sensed spectrum holes, \( n_d(t) \), from the total number of successful sensing attempts, \( n_s(t) \). If two or more SUs are located within transmission range of each other and they sense the same channel empty in one time frame, one of these sensing attempts is considered unique and the rest are duplicate spectrum holes. Therefore, \( \bar{R}_s \) is found as follows

\[
\bar{R}_s = \frac{\bar{n}_d}{N} = \frac{\bar{n}_d - \bar{n}_d}{N} = E[\bar{n}_s(t)] - E[\bar{n}_d(t)] - N.
\]

In the rest of this section, we separately describe the building blocks of our proposed Cluster-CMSS policy. It should be noted that Algorithm 1 is proposed under the assumption that spectrum sensing is ideal. For non-ideal channel sensing scenarios, developing an spectrum sensing policy would be more challenging in the mobile network scenarios. Since estimates of probabilities of false-alarm and detection should be available and be included in the policy.

B. Learning the PU dynamic

In most real-world scenarios the dynamic of the PUs arrival and departure are a priori unknown and are difficult to estimate accurately. Therefore, the BS needs to learn them on the fly.
A simple and practical method of learning PU’s dynamic is by recording the sample means of $\hat{\alpha}_{i,j}(t)$ and $\hat{\beta}_{j,i}(t)$ for all $i = 1, 2, \ldots, M$ and $j = 1, 2, \ldots, N$ [22]. In other words, the BS station determines the number of times that each SU observes a certain channel has changed its state from empty to busy and vice versa. Therefore, the estimated values of these parameters, $\hat{\alpha}_{i,j}(t)$ and $\hat{\beta}_{j,i}(t)$, will be used in (1). To estimate these parameters, we define a learning window with length $T_1$ time frames in which the number of state transitions is counted. When the SUs are static, increasing the length of the learning window will add to the accuracy of the parameter estimations. However, in mobile SU scenarios having a lengthy learning window reduces the accuracy of parameter estimation because of SU movements. In the following, we determine the optimal length of the learning window under random waypoint mobility model for SUs.

We propose to choose the length of the learning window equal to the average time it takes a mobile SU to move out of an active PU’s range. In other words, the previous sensing results of an SU that are older than this average time are no longer useful in determining the PU’s dynamic. The following theorem provides tight upper and lower bounds for the average time it takes for an SU to move out of an active PU’s range.

**Theorem 1:** Assume a circle with radius $R$ is entirely located at random inside an area $A$ with a rectangular shape. Given an SU exists within the boundaries of this circle. The average time it takes for this SU, which moves based on random waypoint model $RW P(v_{\text{min}}, v_{\text{max}}, t_p)$, remains inside that circle is denoted by $T_v$ and is bounded as follows,

$$\frac{2}{v_{\text{min}} + v_{\text{max}}} \left( \frac{P_i}{1 - P_i} \frac{128R}{45\pi} + 1 \right) + \frac{P_i}{1 - P_i} t_p \leq T_v \leq \frac{2}{v_{\text{min}} + v_{\text{max}}} \left( \frac{P_i}{1 - P_i} \frac{128R}{45\pi} + \frac{4}{3} \right) + \frac{P_i}{1 - P_i} t_p,$$

(3)

where $P_i$ is the probability that a waypoint falls inside the circle and is given by $P_i = \frac{\pi R^2}{A}$.

**Proof:** See Appendix A.

Using Theorem 1, we set the length of the learning window to be the closest multiple of $T_v$ to the midpoint of the upper and lower bounds given in (3). That is

$$T_1 = \text{md} \left( \frac{2}{v_{\text{min}} + v_{\text{max}}} T_v \left( \frac{P_i}{1 - P_i} \frac{128R}{45\pi} + \frac{7}{6} \right) + \frac{P_i}{1 - P_i} t_p \right).$$

(4)

In (4), the function $\text{md}(.)$ rounds its argument to the nearest integer. Clearly when SUs are static ($v_{\text{min}} = v_{\text{max}} = 0$), both the upper and the lower bounds of $T_1$ goes to $\infty$ that means the length of learning window can grow very large. In other words we can use all of previous sensing results to estimate the channel parameters. Given the length of the learning window, $T_1$, the BS can calculate the average number of state transitions that it has observed per channel for each SU during the learning window. For instance $\hat{\alpha}_{i,j}(t)$ is determined by dividing the number of times SU $j$ observes channel $i$ changed its state from $B$ to $E$ to the number of times the SU $j$ has observed the state of channel $i$ to be in $B$ state during past $T_1$ sensing attempts. The value of $\hat{\beta}_{j,i}(t)$ is calculated in the same way for all SUs and PU channels. It is worth noting that in some cases, specially when the velocity of SUs are high, an SU may not observe one or more channels during $T_1$. In those cases, the estimated parameters from previous time frame is used.

### C. The sensing-based clustering

In the geographically dispersed networks, clustering allows frequency reuse and more efficient spectrum sensing. By grouping the nodes that share a same set of spectrum holes, the BS can coordinate sensing assignment among members of every cluster. In the lack of SU’s location information, we propose to use the sensing results of SUs as a clustering metric. We define the distance between two SUs based on the distance between their belief vectors. More specifically, we define the distance $D_2$ between any two SUs as the Kullback-Leibler (KL) divergence between beliefs of those SUs. In other words, the distance is measured by the divergence in the beliefs of SUs $j_1$ and SU $j_2$ and is defined as follows

$$D_2(j_1, j_2) = D_{KL}(\mathbf{x}_{j_1}(t) \| \mathbf{x}_{j_2}(t)) + D_{KL}(\mathbf{x}_{j_2}(t) \| \mathbf{x}_{j_1}(t)).$$

(5)

where $D_{KL}(\mathbf{x}_{j_1}(t) \| \mathbf{x}_{j_2}(t)) = \sum_{i=1}^{M} x_{j_1,i}(t) \log \frac{x_{j_1,i}(t)}{x_{j_2,i}(t)}$. If two SUs experience exactly the same set of observations on PUs’ channels, they will have the same beliefs on PU’s channels and the KL distance between them will be zero. Similarly, SUs with different PU’s channel sensing experiences will have diverged beliefs and consequently greater distances.

Various clustering algorithms have been proposed in the literature for different purposes in CRNs. In our case, we are interested in a clustering algorithm that provides hard partitioning, has low complexity, and operates without the prior knowledge on PU’s dynamic. To meet these requirements and to cluster SUs, we integrate our proposed sensing distance metric (defined in (5)) into the $k$-means clustering method. Since the number of clusters is not known a priori we use the elbow method to determine the number of clusters. Accordingly, we start with $k = 1$ cluster and find the within cluster point-to-centroid distance variance. By increasing $k$, within cluster point-to-centroid variance decreases. However, there exists a $k, k_{\text{opt}}$, beyond which increasing the number of cluster will only improve the variance marginally. This point is called the elbow point [23].

### D. Coordinated spectrum sensing within clusters using bipartite matching

In this section, we describe the mapping of the CMSS problem onto a bipartite matching problem. After the BS clusters the SUs, it assigns each SU within each cluster a unique channel to sense. The goal is to assign every SU to sense the channel it believes to have the highest probability of being empty. For each cluster, the BS solves this problem by finding a minimum-weight matching on a bipartite graph that is constructed as follows.

The vertices of one side of the graph correspond to the SUs in a cluster (i.e., $N_k$ vertices) and the vertices of the other side of the graph correspond to the PU channels (i.e., $M$ vertices). An edge exists between any two vertices from each side of this bipartite graph with a positive weight (See Figure 3). We inversely relate $\omega_{i,j}(t)$, the weight of the edge connecting SU $j$ to channel $i$, to $x_{j,i}(t)$, the belief SU $j$ on channel $i$. Therefore, the greater $x_{j,i}(t)$, the smaller the weight of edge between

---
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channel \(i\) and SU \(j\) would be. The weights of each edge is set as \(w_{ij}(t) = \frac{1}{x_{ij}(t)^{1+\epsilon}}\), where \(\epsilon\) is a very small constant to avoid unbounded weights. Using this strategy, we find the minimum-weight allocation which corresponds to maximizing the probability of finding an empty channel for each cluster member. We employ the well-known Hungarian Algorithm [24] to solve the minimum-weight matching problem. Algorithm 2 represents the proposed intra-clustering assignment. Figure 3 depicts an example of CMSS within a cluster using bipartite matching. In this example, \(M = 3\) (circles), for this cluster \(N_S = 2\) (squares), and the weight of each edge is represented by its corresponding edge. The double-lined edges represent the minimum weight matching and the dashed edges represent the unmatched edges. Based on this matching, SU 1 and SU 2 will sense channels 2 and 3, respectively.

Algorithm 2: The intra-cluster CMSS algorithm at frame \(t\).
1: for every cluster do
2: \(\text{Calculate the weights according to } w_{ij}(t) = \frac{1}{x_{ij}(t)^{1+\epsilon}} \text{ for all } j \in \{1, \ldots, N_S\} \text{ and } i \in \{1, \ldots, M\} \).
3: Run the minimum-weight Hungarian algorithm [24].
4: \(\text{end for}\)
5: Transmit obtained channel sensing assignment results to SUs.

V. PERFORMANCE EVALUATION OF CLUSTER-CMSS

In this section, we study the performance of our proposed Cluster-CMSS algorithm. Suppose \(A(t)\) is the set of SUs that has been assigned by the BS to perform spectrum sensing at time frame \(t\) and \(|A(t)|\) be the cardinality of \(A(t)\). We find the probabilities of miss-detection \(P_m^j(t)\) and false-alarm \(P_f^j(t)\) for all \(j \in A(t)\) under the AWGN, Rayleigh, Rician and Nakagami-m channel models. The average probabilities of miss-detection \(Q_m(t)\) and false-alarm \(Q_f(t)\) are given by,

\[
Q_m(t) = \frac{1}{|A(t)|} \sum_{j \in A(t)} P_m^j(t),
\]

and

\[
Q_f(t) = \frac{1}{|A(t)|} \sum_{j \in A(t)} P_f^j(t).
\]

The SUs that are not assigned to sense any channel do not contribute to the \(Q_m(t)\) and \(Q_f(t)\). In the following for the brevity of expressions we omit the variable \(t\) in all formulas.

A. Miss-detection and false-alarm probabilities over AWGN channels

Suppose \(\gamma_j\) is the received SNR at SU \(j\). A closed-form expression for the probabilities of miss-detection \(P_m^j\) and false-alarm \(P_f^j\) of SU \(j\) over the AWGN channel are as follows [25],

\[
P_m^j = 1 - Q_{TCW}(\sqrt{2\gamma_j}, \sqrt{\delta}),
\]

where \(\delta\) is the decision threshold, \(\Gamma(\cdot)\) is the gamma function, \(\Gamma(\cdot)\) is the incomplete gamma function, and \(Q_{TCW}\) is the generalized Marcum Q-function [25]. Without loss of generality, we choose the value of \(T_C\) such that \(T_CW\) is restricted to be an integer. The value of \(T_C\) can be determined such that it keeps \(P_m^j\) and \(P_f^j\) below predefined thresholds for all \(j \in \{1, \ldots, N\}\).

B. Miss-detection and false-alarm probabilities over Rayleigh, Rician and Nakagami-m channels

In practical networks, the spectrum sensing quality might be adversely affected by fading. In this section, we briefly consider the scenarios in which the SNR of the sensed signal at SUs follows Rayleigh, Rician and Nakagami-m distributions. Rician model represents the scenarios in which SUs receive the PU signal from several different paths, with one direct path that is stronger than the others. Rician factor \(K\) is the ratio between the power received from the direct path and the power received from other scattered paths [26]. The parameter \(K\) is an indicator of the severity of the fading [27]. A smaller \(K\) indicates a sever fading. Rayleigh model is suitable for scenarios where the direct path does not exist (severe fading). Therefore, the Rayleigh fading channel is a special case of Rician fading channel with \(K = 0\). For \(K = \infty\) the Rician channel boils down to AWGN channel (without any fading).

In addition Nakamgi-m distribution has gained substantial application in modeling fading channels because of the good fit to the empirical data [28]. The parameter \(m\) determines the severity of of the fading channel. The smaller values of parameter represent more severe fading condition. For instance \(m = 1\) corresponds to Rayleigh fading and \(m = \infty\) corresponds to AWGN channel. In addition Nakami-m model reduces to Rician with parameter \(K\) for \(m = \frac{(K+1)^2}{2K+1}\) [27].

Clearly, \(P_m^j\) remains the same under the fading scenario because \(P_m^j\) is independent of the received SNR. In case of Rician channel the received SNR \(\gamma_j\) is a random variable that follows Rician distribution. The PDF of \(\gamma_j\) for all \(\gamma_j > 0\) is given by [25],

\[
f(\gamma_j) = \frac{K+1}{\gamma_j} \exp(-K - \frac{(K+1)\gamma_j}{\gamma_j}) I_0(2\sqrt{\frac{K(K+1)\gamma_j}{\gamma_j}}),
\]

where \(\gamma_j\) is the average SNR at SU \(j\) and can be estimated as described in [26], and \(I_0(\cdot)\) is the zeroth-order modified Bessel function of the first kind.

The probability of miss-detection \(P_m^j\) can be obtained by averaging (9) over the Rician distribution in (10). A closed-form expression is given in [25] for special case of \(T_CW = 1\),

\[
P_m^j Rician|_{T CW=1} = 1 - Q_{TCW}(\sqrt{2\gamma_j}, \sqrt{\delta}) = \frac{2K\gamma_j}{K+1+\gamma_j} - 1 - \frac{\delta(K+1)}{(K+1)\gamma_j + \gamma_j}.
\]

For \(K = 0\) this expression reduces to Rayleigh fading [25].

In case of Nakagami-m model the received SNR, \(\gamma_j\), is a random variable which follows Nakagami-m distribution. The PDF of \(\gamma_j\), for all \(\gamma_j \geq 0\), is given by [25],

\[
f(\gamma_j) = \frac{1}{\Gamma(m)\left(\frac{m}{\gamma_j}\right)^m} \gamma_j^{m-1} \exp(-\frac{m}{\gamma_j}),
\]
where $\gamma_j$ is the average received SNR at SU $j$. The probability of miss-detection $P_{m,Nak}^{j}$ can be obtained by averaging (9) over the Nakagami-m distribution in (12). A closed-form expression is given in [25],

$$P_{m,Nak}^{j} = 1 - \alpha \left[ G_1 + \beta \sum_{n=1}^{\frac{TW}{2(n+1)}} \left( \frac{\delta}{2} \right)^n \binom{n}{T} \frac{1}{2}(m + \gamma_j)^{m+n} \right]$$

where $\alpha = \frac{1}{1 + 2n+1} \frac{(m+1)^m}{m}$, $\beta = \frac{\Gamma(m+1)}{\Gamma(m)} \frac{m^m}{(m+1)^m}$, and $\gamma_j$ is the confluent hypergeometric function [25]. In addition, $G_1$ is given as follows for all integer values of $m$,

$$G_1 = \frac{2^{m-1}f(m-1)}{m} \exp \left[ \frac{-\gamma_j}{m+\gamma_j} \right] \sum_{n=0}^{m-2} \frac{m^m}{(m+\gamma_j)^m} L_n \left[ \frac{-\gamma_j}{2m+\gamma_j} \right] \left( 1 - \frac{\gamma_j}{m+\gamma_j} \right)^{m-n-1}$$

Similar to the AWGN scenario, the average probabilities of miss-detection and false-alarm are found using (6) and (7).

### C. Energy cost of sensing

One of the important concerns in the design of the CRNs is the energy cost of the spectrum sensing because it is a major contributor to the total energy consumption. Suppose the energy cost of sensing one channel by an SU is $E_S$ and the energy costs associated with reporting the sensing results are $E_{TX}$ (corresponding to transmitter energy consumption at the SU) and $E_{RX}$ (corresponding to receiver energy consumption at the BS). The energy costs associated with BS informing an SU of the channel to sense in the next frame are $E_T$ for the BS and $E_R$ for the SU. In addition, the energy cost of idling during $T_S$ is $E_{id}$. The energy costs associated to sensing depending on whether or not an SU is assigned to sense a channel are $E_1$ and $E_2$, respectively and given by

$$E_1 = E_S + 2(E_T + E_R)$$

(15a)

$$E_2 = E_{id} + E_T + E_R$$

(15b)

In (15a), an SU has to report its sensing results to the BS and consequently the BS sends that SU the information about the sensing assignments for the time frame. Hence, the cost of communication with the BS ($E_T + E_R$) is included twice.

In comparison, the energy cost of spectrum sensing in the greedy non-cooperative policy [29], $E_{\text{gn}}$, is found as $E_{\text{gn}} = E_S + E_T + E_R$, noting that all the SUs independently choose to sense the best possible channel and transmit the outcome of sensing that channel to the BS. Similarly, the energy cost of spectrum sensing in the genie-aided spectrum sensing policy, $E_{\text{gy}}$, is found as $E_{\text{gy}} = ME_S + E_T + E_R$. In this case, all the SUs sense the entire spectrum band and transmits the results to the BS. In our numerical simulations, we compare energy cost of our proposed policy with these two policies assuming the cost of accessing an empty channel is equal to $E_{\text{ac}}$ for all three policies. The energy cost per successful SU channel access is the sum of average energy cost to find an empty channel plus the cost to access a channel (i.e. $E_{\text{ac}}$).

### VI. Numerical results

For our numerical simulations, we set $N = 50$, $M = 10$, $N_p = 20$ and assume SUs are distributed uniformly at random in an area with size $A = 1000^2$ (distance unit)$^2$. At this point for all PUs, we assume the AWGN channel scenario and the received signal power is only affected by path loss with path loss exponent $\gamma = 2.7$. We suppose SUs can detect each PU’s transmission within 100 distance unit range with a high probability. For the brevity of the results, we assume the channels for all PUs have similar parameters (i.e., $\alpha_i = \alpha$, $\beta_i = \beta$, and $\lambda_i = \lambda$ for all $i = 1, \ldots , M$ and $l = 1, \ldots , N_p$). We set $\alpha = 0.1$ and change the value of $\beta$ to obtain the desired channel utilization $\lambda$. For Cluster-CMSS, the number of clusters is determined using the elbow method described in Section IV-C.

The results of this simulation is shown in Figure 4, which represents the average spectrum opportunity discovery ratio ($R_S$), as defined in (2), versus $\lambda$. In addition, the SUs move according to the random waypoint model $RW_P(0,15,2.5)$.

![Fig. 4. Average spectrum opportunity discovery ratio versus the PU’s channel utilization $\lambda$.](image)

In Figure 4, we compare the spectrum sensing performance of our proposed Cluster-CMSS policy with a genie-aided location aware policy and the greedy non-cooperative spectrum sensing policy in [29]. In the genie-aided sensing policy, the BS is aware of the status of the previous channel states at all SUs and the distance between SUs. Clearly implementing the genie-aided policy in a geographically dispersed and mobile network is impractical. Therefore, the genie-aided policy solely serves as a performance upper bound. As we can see, when PU channels are under-utilized all policies have a high opportunity discovery rate due to abundance of spectrum holes. However, when $\lambda$ is close to 1 (heavy PU utilization) our proposed policy performs better than the greedy non-cooperative policy by at least 15%. By increasing the channel utilization, the spectrum holes become more scarce and the effectiveness of the proposed policy in finding spectrum holes becomes more lucid.

In Figure 5, we have depicted the average opportunity discovery ratio of Cluster-CMSS versus the maximum velocity of the SU in the random waypoint model. We set the same parameters as previous simulation ($N = 50$, $M = 10$, $N_p = 20$, $\lambda = 0.5$ and $\gamma = 2.7$). The mobility model in this simulation is $RW_P(0,v_{\text{max}},2.5)$. As we can see the average opportunity discovery ratio decreases by increasing $v_{\text{max}}$. According to
by increasing \( v_{\text{max}} \) the length of the learning window decreases. Smaller learning window reduces BS’s capability to learn the dynamic behavior of the PU network. Hence, Cluster-CMSS will not be able to effectively employ the information from previous channel occupancy of PUs.

In the next simulation, we investigate the effectiveness of the proposed learning window based analysis. Similar to previous simulations we consider the following parameters for the simulation: \( N = 50 \), \( M = 10 \), \( N_p = 20 \), \( \lambda = 0.5 \), and \( \gamma = 2.7 \). We consider different mobility scenarios and different value of \( v_{\text{max}} \). In Figure 6, we depicted the average spectrum opportunity discovery ratio versus the length of the learning window. As opposed to previous simulations in which we found the length of learning window from Equation 4 of Theorem 1, in this simulation we obtained \( R_t \) versus different lengths of the learning window. As we can see in Figure 6 the maximum opportunity discovery ratio for different \( v_{\text{max}} \) values occurs at the length of the learning window that is predicted by (4). This Figure verifies the results of Theorem 1. For instance at \( v_{\text{max}} = 4 \), we find \( T_f = 5 \) using (4). This coincides with the length of the learning window that maximizes the performance in Figure 6.

In the next simulation, we compare the performance of our proposed cluster CMSS algorithm with the non-cooperative scenario under different channel fading models. Since the Cluster-CMSS algorithm has been developed under the assumption of ideal sensing, it is imperative to show that it will work well under non-ideal cases as well. In Figure 8(a) we depicted the average opportunity discovery ratio versus the received average SNR (in dB) for AWGN, Rician (with \( K = 10 \)), Nakagami (\( m = 10 \)), and Rayleigh fading models. In Figure 8(b), for the same channel fading models, we have depicted the total error (\( Q_m + Q_f \)) versus the average received SNR (in dB). In Figure 8 the simulation parameters are \( N = 50 \), \( M = 10 \), \( N_p = 20 \), \( \lambda = 0.5 \), and \( RW \{ 0.15, 2.5 \} \). As we can see the proposed Cluster-CMSS performs better than non-cooperative scenario for both low SNR and high SNR regimes for all channel fading models.

Now let us pair Cluster-CMSS with a very simple spectrum access scheme (described in Section V-C), which basically allows every SU to access the channel it finds empty and transmit on that channel. The simulation parameters are similar to previous simulations (i.e., \( N = 50 \), \( M = 10 \), \( N_p = 20 \), \( \lambda = 0.5 \) and \( \gamma = 2.7 \)). At Table I, we compare the average energy costs per successful SU transmission in one time frame for different policies. As reported in [30], the energy cost of an SU to sense one channel, to transmit/receive a channel sensing result, to access a channel, and to idle during sensing time is \( E_S = 3.5 m J \), \( E_{TX} = E_{RX} = 0.1125 m J \), \( E_{acc} = 4 m J \), and \( E_{id} = 0.05 m J \), respectively. Therefore, we find the energy cost of different policies using the simple access scheme (every SU accesses the channel it finds empty).

As it can be concluded from Table I, the energy cost of Cluster-CMSS is slightly higher, because of coordination overhead, than non-cooperative greedy policy. This slight increase in energy consumption is the price of larger opportunity
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TABLE I
AVERAGE ENERGY COST PER SUCCESSFUL SU TRANSMISSION

<table>
<thead>
<tr>
<th>Spectrum sensing policy</th>
<th>Energy cost (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster-CMSS</td>
<td>7.97</td>
</tr>
<tr>
<td>Greedy non-cooperative</td>
<td>7.725</td>
</tr>
<tr>
<td>Genie-aided</td>
<td>79.22</td>
</tr>
</tbody>
</table>

discovery ratio in the spectrum sensing. In addition, we have
included the energy cost that it is required to implement
the genie-aided policy, which is considerably larger than our
proposed Cluster-CMSS and greedy policies.

VII. CONCLUSION

In this paper, we considered the problem of coordinated
multiband spectrum sensing in the geographically disperse
and mobile cognitive radio networks. We proposed a policy
that detects the spectrum holes without depending on the
location information of the primary users. According to our
proposed policy, the secondary users are clustered based on
their spectrum sensing results. We introduced a novel metric
for clustering SU nodes, which is based on the consensus
among the SUs’ channel sensing results. In our proposed
policy, the BS uses this metric to form the clusters without
the need to know the location of the SUs. Then, the BS
performs a graph-theory-based coordinated spectrum sensing
among members of each cluster. For the mobile SUs that
move according to a random way point model, we have
shown through extensive simulations that the proposed policy
considerably increases the spectrum opportunity discovery ratio for the secondary users at the cost of slight increase in
the energy consumption associated with spectrum sensing.

APPENDIX

To prove Theorem 1, assume an SU is located inside a
circle with radius $R$, we want to find the average amount
of time that it takes for the SU to leave that circle. The
mobility model is $RW(P_{\text{min}}, v_{\text{random}}, t_p)$. Hence, the SU will leave
the circle if its new waypoint lies outside of the circle with
radius $R$. Let $P_{\text{in}}$ be the probability that a waypoint is chosen
inside the circle with radius $R$ and is denoted by $P_{\text{in}} = \frac{\pi R^2}{\pi}$. The
number of epochs that it takes the SU to leave the
circle follows a geometric distribution with success probability
$1 - P_{\text{in}}$. Accordingly on average it will take $\frac{1}{P_{\text{in}}}$ epochs before
it leaves the circle. Given waypoint is located inside the circle.
The average time of an epoch with a waypoint inside the circle
$R_e$, is $T_{\text{in}}$, and is found as follows

$$T_{\text{in}} = \frac{\frac{128R}{v_{\text{min}} + v_{\text{max}}} + t_p}{2}.$$  \hspace{1cm} (16)

In (16), the numerator is the average distance between any two
points in a circle with radius $R$ chosen uniformly at random
and the denominator is the average velocity. On the other
hand given the waypoint falls outside of the circle, it will take
$T_{\text{edg}}$ seconds on average until it reaches the edge of the circle
and leaves it. Accordingly $T_{\text{edg}}$ is determined by finding the
average distance of random point inside a circle to any point in
its circumference and dividing it to the average speed. Within a
circle with radius $R$ located at the origin, the average distance
of a point at location $(r, 0)$ to any point in its circumference
is found as follows

$$L_{\text{edg}}(r) = \frac{1}{2\pi} \int_0^{2\pi} \sqrt{(R \cos \phi - r)^2 + R^2 \sin^2 \phi} d\phi$$

$$= \frac{2}{\pi} \left[1 - \frac{r}{R} \right] E_1 \left( -\frac{4r^2}{(R-r)^2} \right).$$  \hspace{1cm} (17)

where $E_1(r)$ is the complete elliptical integral of the sec-
ond kind, which is defined as $E_1(r) = \int_{\frac{\pi}{2}}^{\pi} \frac{1}{\sqrt{1-r^2\sin^2(\theta)}} d\theta$.
It is easy to verify that for all $0 \leq \frac{r}{R} \leq 1$, we have
$1 \leq \frac{1}{2} |1 - \frac{r}{R}| E_1(-\frac{4r^2}{(R-r)^2}) \leq \frac{1}{2}$. Therefore, $1 \leq L_{\text{edg}} \leq \frac{1}{2}$.

Accordingly, we find $T_{\text{edg}}$ as follows,

$$T_{\text{edg}}(r) = \frac{L_{\text{edg}}}{\min \frac{L_{\text{edg}}}{v_{\text{min}} + v_{\text{max}}}} = \frac{\frac{1}{2} |1 - \frac{r}{R}| E_1(-\frac{4r^2}{(R-r)^2})}{v_{\text{min}} + v_{\text{max}}}.$$  \hspace{1cm} (18)

Accordingly the average time it takes an SU to move out
of the range of a PU is

$$T_e = \frac{P_{\text{in}}}{1 - P_{\text{in}}} T_{\text{in}} + T_{\text{edg}}.$$  \hspace{1cm} (19)

The upper bound and the lower bound on (19) is found as follows

$$\frac{2}{v_{\text{min}} + v_{\text{max}}} \left( \frac{P_{\text{in}}}{1 - P_{\text{in}}} \frac{128R}{45\pi} + 1 \right) + \frac{P_{\text{in}}}{1 - P_{\text{in}}} t_p \leq T_e$$

$$\leq \frac{2}{v_{\text{min}} + v_{\text{max}}} \left( \frac{P_{\text{in}}}{1 - P_{\text{in}}} \frac{128R}{45\pi} + \frac{4}{3} \right) + \frac{P_{\text{in}}}{1 - P_{\text{in}}} t_p.$$  \hspace{1cm} (20)
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